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Abstract. This paper presents a quasi-3D cellular automaton (CA) simulation model of cities. A 2D
CA model includes a cell attribute that represents building height information. Dynamic processes are
depicted using four parameters: initial building coverage, interaction with adjacent neighborhood,
inertia, and noise. These parameters can assume simple economic interpretation. Some combinations
of values of the parameters result in cities that experience paths of convergent growth. Some values
lead to cities that experience phase transitions. We suggest a typology of resulting urban patterns and
note the emergence of spatial clusters of high-rise buildings.

1 Introduction

The temporal and spatial evolution of urban spatial structures has been the subject of
research for quite a few years now. Urban spatial dynamics are discontinuous in space
and nonuniform in time. As a result, precise descriptions are elusive. In a series of
previous papers we depicted, analyzed, and provided at least partial explanations of the
spatial complexity of Tel Aviv (Benguigui et al, 2000; 2001a; 2001b; 2006). However,
all past work was based exclusively on historic 2D data of urban footprints and
on socioeconomic time series and cross-section data representing administrative
jurisdictions.

Cities, however, are 3D objects. It is to be expected that the footprints of cities
capture only partly the nature of the dynamics of urban morphology. The objective of
this paper is to explore a cellular automaton (CA) simulation model of a 3D city. The
simulations were carried out using StarLogo software. It depicts 3D urban dynamics
on a 2D grid with the height attribute of the cells as the third dimension.

Section 2 presents a short survey of urban and dynamic simulation models. Despite
the multiplicity of cellular models of urban spatial sprawl, there is a paucity of 3D
models. Sections 3 and 4 include detailed description of the model and preliminary
simulation results that illustrate the characteristics of the model. Section 5 presents
some examples of real cities. Conclusions are presented in section 6.

2 Past work

From the early years of the 20th century, the study of cities, and in particular of urban
growth, has attracted researchers from a variety of disciplines. Urban growth has
been studied with tools from geography (Krakover, 1985), economics (Fujita et al,
1999) and synergetics (Portugali, 2000). In addition to analytic models, insights have
been sought by means of computer simulations and by means of concepts such as
fractals and percolation.
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Traditional urban models were concerned with the reasons for spatial agglomeration
of people and of activities, the formation of cities and with the dispersion of people
and activities within cities from their centers outwards towards urban peripheries
(Glaeser and Kahn, 2001). The dominant approach visualizes the growth of cities as
a sand pile of people and of activities that grows from its pinnacle at the center
outwards. As more people and activities are added the center increases in volume.
As a result of competition many are pushed away from the center and the periphery,
much less dense, expands outwards (Alonso, 1964). A stylized moving wave, or front of
expansion, is envisaged.

This traditional view of urban expansion was a useful framework for formulating
basic models of urban spatial behavior and it did yield a number of very interesting
insights. A somewhat more sophisticated approach took into account that the old
central business districts are accompanied by secondary centers, generally at the cities’
edges (Garreau, 1992; Krugman, 1996). Theoretical models focused on the examination
of equilibrium conditions for the common polycentric urban structures (Fujita, 1982;
1990; Henderson, 1974). Empirical work attempted to identify subcenters (McMillen
and Smith, 2003). These newer analyses are also rather imprecise descriptions of the
urban reality.

There have been very few attempts to study cities as 3D dynamic objects. Cellular
automata models are a useful tool for analyzing discrete spatiotemporal dynamics of
cities in two dimensions (Batty, 1998; 2005; Cheng and Masser, 2004; Couclelis, 1997;
White and Engelen, 1997). They were originally developed in the context of other
disciplines (Wolfram, 1986) in which 3D models were developed (Hua and Sprung,
1998; Hunt et al, 2005; Siregar et al, 1998). The pioneering work of Semboloni in
simulating the evolution of virtual cities (Semboloni, 1997; 2000a; 2000b) suggests
that the 3D growth of cities results in spatial specialization in terms of types of land
uses. The appearance of mixed land uses is rare. In Semboloni’s models the weight of
the neighboring land uses in the development potential function for a given site
dominates land uses that do not already exist on the site. Another interesting result
in Semboloni’s model is that the height of buildings declines in concentric circles
around some urban center.

These are the familiar results of traditional monocentric urban models displaying
declining rent gradient. However, at best these results are an imprecise depiction of
urban morphology.

3 3D cellular automaton simulation model of urban sprawl

In this paper we present a 3D CA simulation model in which the city’s shape is
referenced by means of temporal changes in the volume of buildings, the height
distribution of buildings, and their spatial distribution.

On the basis of past 2D simulation work, we demonstrate that it is possible to
generate a description of the 3D development of cities. It is our expectation that, given
the performance of our model, it will be possible to expand the 2D results into a more
realistic 3D context. Even though our results are preliminary, they suggest that:

(1) It is possible to generate a 3D urban morphology that approximates a real city by
means of a CA simulation model.

(2) The simulated 3D distribution of buildings is discontinuous in space and nonuni-
form in time. The main components of an urban morphology are 3D clusters; clusters
are defined as spatially continuous concentrations of buildings of predefined heights
that can be quantified.
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(3) 3D urban morphology can be represented by leapfrogging processes (see Benguigui
et al, 2001b). The development of 3D clusters starts at a specific location, proceeds in a
continuous fashion from that location outward and after some time leaps spatially to
a new location.

(4) Percolation is present in the simulated 3D morphology.

Behind our model there is the well-established conception that cities are spatial
self-organizing systems. The observed spatial macro order is the result of a dynamic
process of self-organization that originates in forces that are internal to the system. The
CA simulation represents a simple representation of a self-organizing system.

In our model the evolution of a city’s height is represented by a development
potential function which is a function of four parameters representing four simple
economic factors: initial coverage, inertia factor, interaction factor, and a noise factor.
However, unlike in aforementioned models (Batty, 1998; Semboloni, 1997; White and
Engelen, 1997), our development potential is a Boolean discrete function and not a
continuous function.

We introduced a simple set of Boolean decision rules with variables that take on
the values 0 or 1 for each cell and at all times. The development potential function
receives a value of 0 for a cell if no building activity will take place in the given cell at a
given time; a value of 1 indicates that the building on the given site will be replaced by
a higher building in the coming period. The parameters that govern the decision rules
concerning all cells can be preset for the entire run of the model, they can be changed
in the midst of a run based on preselected conditions, or they can change randomly.
The values of global parameters (initial coverage, inertia, and noise) are between 0%
and 100%, which represent their intensity. The parameters are:

(1) initial coverage—this represents the preliminary building share of the surface. The
initial height of buildings is A% (in floor units).

(2) inertia—this factor represents the notion that the building process in a given geo-
graphic neighborhood has a continuous and self-reinforcing dynamic. A cell that was
built up in a given period will continue to be built with a predetermined probability in
the next period.

(3) interaction—this is a threshold parameter and it is defined as the sensitivity of a cell
to the building activities in its neighborhood. Its range of values is between 0 and N
(which is the number of cells in the nearest neighborhood).() This factor represents the
well-known agglomeration effect externality and its direct impact on the desire to
capitalize through appropriate building decisions.

(4) noise—this is a purely random factor that accounts for all the influences not
captured by the above factors. The values 0 and 1 are assigned randomly according
to this parameter. The noise factor is the uncontrolled component of the decision rule.
It is assumed to be uncorrelated with the other factors and processes.

Every cell in the surface is located at coordinates (x, y) on the grid and has its own
values of interaction, inertia, and noise. The model’s parameters (initial coverage, inertia,
interaction, and noise) can be controlled and their values are global to the entire surface.

The inertia characteristic I of location (x, y) at time ¢ is depicted in expression (1):

1, if Aheight(x, y,t—1) = Ah, with probability inertia,
I(x,y, 1) = . . €]
0, if Aheight(x,y,t—1) = 0;

(M The size and type of neighborhood has a crucial effect on the simulation’s results (Chen and
Mynett, 2003; Kocabas and Dragicevic, 2006). In this study we propose the use of the Moore
neighborhood, which consists of all eight surrounding cells, because spatial influences and forces
on land parcels are potentially created from all nearest parcels around.
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where
I(x,y,0) = {

In other words, the inertia of location (x, y) at time ¢ is a function of the change in
height in this location over the previous period [Aheight(x, y, t — 1)]. If there was
change of Ak floors (5 floors in our simulations), the inertia receives the value ‘1’
with a given probability according to the global parameter inertia and otherwise it
gets a value ‘0.

The interaction parameter has a threshold between 0 and 8 cells, and it represents
the minimum number of growing adjacent cells required for the interaction of location
(x, y) to become ‘1’. The interaction characteristic S of a specific location is depicted in
expression (2):

1, with probability initial coverage,

0, with probability 1 — initial coverage ;

1, if Z vy t—1) = interaction, 0 < interaction < 8(cells),
S(x,y, 1) =4 @
0, if Z P(x'y’ t—1) < interaction, 0 < interaction < 8(cells);
V(x',y)eQ

In words, the catalyst for the aggregation of height changes is to be found at the
previous time in the adjacent cells. Adjacent cells are located in the ‘Moore neighbor-
hood’ (eight surrounding cells)—indicated by the 2 symbol. If the sum of ‘potential’ P
in the neighborhood is greater than the global threshold, the interaction of a cell receives
a value of ‘1>.® The potential development function of a cell in location (x, y) at a time ¢
is a Boolean variable, which has only two values: ‘1’ represents a decision to build an
additional Ah floors at time ¢, and ‘0’ represents the status quo at that location.

The noise value of location (x, y) at time 7 is ‘1’ with probability noise, and its value
is ‘0’ with the complement probability. It has the following expression:

1, with probability noise,
N = (o . | ©
0, with probability 1 — noise;

The city building process proceeds at a pace of A/ floors. A decision to build in a
particular cell results in an addition of A/ floors in a given period. The decision to
build depends on at least two out of the three factors receiving a value ‘1°. Table 1
presents the truth values of the potential to build for every location (x, y) at time .
As can be seen from this table, only a combination of at least two variables with value
‘1’ can trigger a decision to build A% more floors at that location.

Table 1. The ‘truth table’ of the potential function of location (x, y) at time 7. A combination of

at least two variables with value ‘1’ can lead to building activity. S(x, y, 1), I(x, y, 1), N(x, y, 1),
and P(x, y, 7) denote interaction, inertia, noise, and potential, respectively.

S(x, y, 1) I(x, y, 1) N(x, v, 1) P(x, y, 1) Build?
0 0 0 0 no
0 0 1 0 no
0 1 0 0 no
0 1 1 1 yes
1 0 0 0 no
1 0 1 1 yes
1 1 0 1 yes
1 1 1 1 yes

@ The simulation model has one more possible version of interaction parameter, which represents
the threshold in terms of the average of adjacent heights.
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The dynamics of the heights H in the model can be expressed as follows:
H(xaya Z) = H(xayal_1)+AhP(xayal_1)a (4)
subject to H(x, y, 1) < H,,,; and t < T .

According to this expression, new buildings, which are A/ floors higher, can be
established instead of the old one. H,, is the height limitation in the simulations
and 7 is the user-controlled number of periods in the running of the model. It indicates
the last period during which a change in height occurred. This is the period during
which the model reaches its steady state and a convergence path. Steady state in the
simulation model describes the spatial order at the end of the transition process. The
model also enables the representation and analysis of non-steady-state spatial patterns,
which are outside equilibrium.

4 Simulation results
The 3D model was implemented by means of the StarLogo software (2006) developed
at MIT and customized for this particular study (see figure 1). It simulates 3D evolu-
tion of a city on a 2D square base. A cell can represent a single building, a city block,
or an entire neighborhood. It represents a site ripe for building activity. Building height
is measured in terms of the number of floors. This number is a variable associated with
each cell. The maximum number of floors in this particular model, H,,,,, is 40, but this
can be defined differently.

This chapter is divided into three parts. Section 4.1 deals with static or steady state
spatial order, section 4.2 deals with dynamic processes and transitions, and section 4.3
presents histograms of heights in the simulated cities.
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Figure 1. User interface of the CA simulation model—parameters can be adjusted by sliders and
the dynamics represented on a 2D grid surface.
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4.1 Static results
It is very clear from the first applications of our 3D CA simulation model that it is
possible to generate a large number of urban morphologies and paths of urban
development. Furthermore, various combinations of user-controlled parameters can
result in stable and converging distributions of building heights. Thus, for example,
high values for the parameters initial coverage, inertia, and noise, and a low value
of interaction, result in an ever-growing city with divergent average height. Figure 2
presents one example of the tests. There is a clearly defined border between con-
vergence and divergence regions and it depends on parameter values. The border
mapping was conducted for constant values of the parameters initial coverage and
inertia (40% and 100%, respectively, in the specific example).

Numerous simulations produced cities with different shapes in steady state. We can
identify five types of city pattern:
(1) Class a cities—very low and flat cities, without a significant development of sky-
scrapers or high buildings. This class can represent a city in its early development
stages from a flat city with low average height to a modern and high city in further
generations of development. Figure 3 illustrates class a cities. Cities in this class can be

Convergence region

Interaction
N
|

Divergence region

0 T T T T
0 20 40 60 80 100
Noise (%)

Figure 2. Convergence and divergence regions in the model for initial convergence = 40% and
inertia = 100%. There is a clear boundary between the regions.

Parameters

initial coverage = 40%
inertia = 50%
interaction = 2 2
noise = 30%

Floors

0 15 B 30
5 B 20 M 35
10 B 2 [ L

Figure 3. Class a cities with low buildings, where inertia and noise have low values (50% and 30%,
respectively).



Modeling cities in 3D 419

produced by small values of the inertia and noise parameters and a high value of the
interaction parameters.

(2) Class b cities—these cities have a few high buildings, but those towers are separate
entities without any significant agglomerations, or spatial clusters. Cities in this cat-
egory can be in a transition process from class a to class ¢, but they can stay in this
category at a steady state. Figure 4 illustrates class b cities. These cities are produced
by a high value of the inertia parameter, which indicates strong reinforcing forces, and
a high value of the interaction parameter, which indicates a weak influence from the
adjacent neighborhood.

(3) Class c cities—in this case there are separate clusters of high buildings. The agglom-
erations can be thin or thick, but there is no connection between them. This class
represents modern cities with agglomerations of towers. The land uses in the clusters
are often homogeneous, just like retail agglomerations, resident clusters, or hotel areas.
Many cities belong to this class. Figure 5 illustrates class c cities. The towers are
gathered in separate agglomerations. The location of clusters is random, but there is
spatial order reminiscent of a real large city.

L “ = -
. i L -
Parameters i - - "
initial coverage = 60% R ' =
inertia = 100% = =
interaction =5 = e}
noise = 30% - , " Tt
- | 5 o .
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B  / L] o
Floors e n e Y L .
- J t .
0 15 B . ox Mind
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-

Figure 4. Class b cities with separate high towers, where inertia has a high value (100%) and
interaction is high (5).

Parameters

initial coverage = 15%
inertia = 50%
interaction =2

noise = 80%

Floors
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Figure 5. Class c cities with spatial clusters of towers—interaction, and inertia have low values
(2 and 50%, respectively).
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(4) Class d cities—here the spatial clusters are interconnected and form long chains.
Such cities illustrate the phenomenon of full percolation of the surface. Figure 6 is an
illustration of class d cities. These cities have spatial clusters similar to class c cities,
but in the case of class d the clusters are merged together and generate long chains of
high buildings. In this context it is noteworthy that in real cities there are also wide
regions of medium-sized buildings that coexist with the pattern of class d cities.
Furthermore, class d cities illustrate the phenomenon of full percolation. The ranges
of parameters that can generate class d cities are not unique, but they result from high
values of the inertia and noise parameters and low values of the interaction parameter.
(5) Class e cities—this class represents virtual cities on a divergence course. These
cities grow forever without limitation. Figure 7 illustrates class e cities. This spatial
order represents a divergent path of growth. The present model can generate extreme
outcomes like this by using very high values of inertia and noise, and a very low value
of interaction.

Parameters

initial coverage = 40%
inertia = 50%
interaction =2

noise = 80%

Floors

0 15 | [EQ
5 B 20 | KR
10 W 2 Il «

Figure 6. Class d cities with connected chains of clusters, where interaction and inertia values are
low (2 and 50%, respectively) and noise value is very high (80%). This figure illustrates the
phenomenon of full percolation of the surface.

Parameters

initial coverage = 40%
inertia = 50%
interaction =2

noise = 90%

Floors

0 15 B
20 K5
10 B 25 [ BN

Figure 7. Class e cities with a divergent path of growth of very high buildings, where interaction is
low (2) and noise value is very high (90%).
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Figure 8. Map of the ranges of parameters—the letters (a, b, c, d, e) represent the different
classes as a function of parameter values.

As figures 37 illustrate, the model generates five distinct spatial patterns (class
a—e cities). Systematic variation of the parameter values reveals sharp borderlines
between the different patterns. Figure 8 presents a mapping of the various types of
cities in relation to parameter values with reference to steady state structures only.
In the mapping we set the initial coverage parameter to three alternative values: 20%,
40%, and 60%. The inertia parameter has been set to 10%, 50%, or 100%. The interaction
values were between 0 and 8, and the noise varies from 0% to 100% with jumps of 10%.
The outputs (city types) are displayed with letters a, b, ¢, d, and e.

The mapping suggests the following:

e The influence of initial coverage parameter is relatively weak.

e The influence of the three other parameters (inertia, interaction, and noise) is
more significant, but we can see strong substitution interdependence between
noise and interaction.

e The interaction effect is horizontal (causes the formation of clusters of high build-
ings, as can be seen in class c cities), and the inertia effect is vertical (causes
reinforcing growth, as can be seen in class b cities). The noise effect contributes to
the formation of connected clusters (as can be seen in class d and class e cities).

e By changing parameter values with time we can generate cities that experience
phase transitions through the distinct classes.

The mapping is a complete static summary analysis of the model. Cities can be
developed to various classes in a steady state or as an intermediate stage before
equilibrium is reached.

4.2 Dynamic processes

There are several kinds of paths to steady state configurations supported by the
simulation model:

(1) Convergence path with constant parameter values. At the end of this process the city
evolution reaches its final development stage, because parameter values are fixed
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through transitions and the city has utilized its development’s potential. An example of
this converging process is presented in figure 9. The values of parameters are: initial
coverage = 15%, inertia = 50%, interaction = 2, and noise = 80%. The final spatial
order (class c) is reached after 101 time intervals. The figure presents the change in
average height from the initial time to the last period of change.

(2) Dynamic process with varying values of parameters. In the initial setup of parameters
the city cannot upgrade its spatial pattern, but the parameters can change in time and
renew the development. Figure 10 presents the change in average height and we can see
a dramatic change in the rate of change after the tuning of parameters. The initial
setup of parameters is the same as the previous example (initial coverage = 15%,
inertia = 50%, interaction = 2, and noise = 80%), but at time ¢ = 105 we have changed
the values of inertia to 60% and noise to 100%. The class after 105 intervals is ¢, with an
average height of 5.5 floors, but the final order after many intervals (315 and more) is
class e with an average height of about forty floors.

These versions of dynamic processes have to be tested against reality. The impor-
tant question is can a city change its characteristics in later periods of growth? The
model showed that the influence of initial coverage is very weak and even a ‘desert land’
can develop to a ‘skyscraper city’. The important trigger to development is not the
initial building share, but the setup of interaction, inertia, and noise parameter values.

Cities can develop to their final stage with different rates of growth. This can be
seen clearly by the presentation of average height as a function of time. In its evolution

5 T T T T T T T
4L ]
=
.0
23r T
&
521 T
>
<
1k 4
0k I I I 1 I 1 1
0 20 40 60 80 100 120
Time

Figure 9. Change in average height from initial time to final steady state, where initial
coverage = 15%, inertia = 50%, interaction = 2, and noise = 80%. Steady state is reached after
101 periods.
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Figure 10. Average height as a function of time, with a change in parameter values after 105
intervals (see text for details). The tuning is of inertia and noise.
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Figure 11. Illustrations of possible spatial transitions through different classes: (a) after 15 periods;
(b) after 25 periods; (c) after 60 periods; (d) after 100 periods and more. The city is of class c
after 15 and 25 periods and of class d after 60 periods or more.

the city can pass through all classes incrementally, or it can leap to advanced classes
directly. This depends on the setup of parameters in the model. For example, a city can
reach class ‘d’ by incremental growth through classes a, b, and ¢, or it can reach class d
directly after classes a or b.

It is interesting to consider the spatial process by which cities change and arrive at
their steady state. It can be slow or fast and it depends on many variables and influences.
The present model does not support a quantitative measure of ‘phase transitions’
Figure 11 presents an illustration of the spatial transitions by use of the following values of
the parameters: initial coverage = 10%, inertia = 70%, interaction = 2, and noise = 50%.
Figure 12(a) illustrates the average height of buildings at each phase of a process with
the following values: initial coverage = 40%, inertia = 50%, interaction = 2, and noise =
80%. The vertical bars indicate the specific periods of class transitions, and we can
see the change of classes from a to d via b and c. A specific class (like class d in this
example) can be reached as a steady state, but it can be only a stage in reaching a steady
state, as can be see in figure 12(b). In this run of the model, the values of parameter are
initial coverage = 40%, inertia = 50%, interaction = 2, and noise = 90%. Here class d
has a different meaning in comparison to the same class in the previous example.
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Figure 12. Average height as a function of time (period)—vertical bars indicate the specific
periods of class transitions: (a) steady state is reached with class d; (b) steady state is reached
with class e.

4.3 Distributions of heights

One more output of the simulation model is the distribution of heights on the square
surface. Figure 13 illustrates the distribution of building heights in the class a pat-
tern.® As can be seen, the number of low cells (0 or 5 floors) is high (frequencies of
56.9% and 35.7%, respectively), the number of high buildings (35 and 40 floors) is small
(frequency of about 0%), and only 7% of the buildings have reached heights which
exceed initial heights. The average height in the steady state of this run is 2.6 floors.

Frequency

5 10 15 20 25 30 35 40
Height (in floors)

Figure 13. Distribution of height in the simulation model for class a pattern, where parameter
values are: initial coverage = 40%, inertia = 50%, interaction = 2, and noise = 30%.

@1t should be emphasized that every run of the model with the same value of parameters can lead
to a different distribution of heights within the same class, but the general shape of distribution is
the same in each class.
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Figure 14. Distribution of height in the simulation model for class b pattern, where parameter
values are: initial coverage = 60%, inertia = 100%, interaction = 5, and noise = 30%.
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Figure 15. Distribution of height in the simulation for class ¢ pattern, where parameter values
are: initial coverage = 40%, inertia = 50%, interaction = 2, and noise = 60%.
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Figure 16. Distribution of height in the simulation model for class d pattern, where parameter
values are: initial coverage = 40%, inertia = 50%, interaction = 2, and noise = 80%.

In this specific run the parameter values were initial coverage = 40%, inertia = 50%,
interaction = 2, and noise = 30%.

Figure 14 presents the height distribution of buildings in class b. Just as in the case
of class a, there is a large percentage of low heights (0 or 5), but in this class there are
positive frequencies of high buildings (30 and 35 floors). The average height in this run

is 4.438 floors.

Figures 15— 17 present histograms of classes ¢, d, and e, respectively. The results in
the upper classes (c, d, and e) are much different from lower classes (a and b). Class c,
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Figure 17. Distribution of height in the simulation model for class e pattern, where parameter
values are: initial coverage = 40%, inertia = 50%, interaction = 2, and noise = 100%.

for example, presents a Pareto-like distribution of heights, but in classes d and, mainly,
e the frequency of high buildings is much higher than the frequency of low buildings
and the average height is much higher. Still, the basic difference between those classes
is the considerable amount of low buildings in class d, whereas in class e their number
is negligible. If the height limitation of H,,, did not exist, almost 100% of the
building’s heights in class e could be above this artificial limit.

5 Examples of real cities

5.1 Clusters in Tel Aviv City

It is possible to identify real cities that represent counterparts to the above classifica-
tion. As an illustrative example, Tel Aviv in the 2000s can be classified as a border
class ¢ city and this can be seen in figure 18 and in the map in figure 19. The map
presents Tel Aviv and adjacent cities in 2003 (Ramat Gan, Givatym, and Bne Berak),
where heights are classified to three distinct groups: low buildings (up to 10 m height),
medium heights (between 10m and 25m), and high towers (more than 25m). In this
map we have circled possible arrangements of spatial clusters in Tel Aviv.

Figure 18. View of Tel Aviv, 2003, as an example of a border class c city.
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Figure 19. Map of Tel Aviv and adjacent cities in 2003 (Ramat Gan, Givatym, and Bne Berak),
where height is classified in three distinct groups: low buildings (up to 10 m height), medium-
height buildings (between 10 m and 25 m), and high towers (more than 25 m). The possible cluster
arrangements of towers in Tel Aviv are circled.®

From the map we can conclude the following points:

(1) Tel Aviv in 2003 can be classified as a nascent class ¢ city. There are few spatial
clusters of tall buildings. In the north and in the south there are clusters of residential
towers. In the central region of Tel Aviv there are agglomerations of office towers and
of residential towers, and near the coast there is a cluster of hotels. The clusters are not
so connected and compact as the clusters in the simulation model, but their forms are
generally similar to the spatial pattern of class ¢ in the model. One of the reasons for
this incompatibility between simulation results and reality is the absence of roads and
highways in the simulation model.

(2) There is a huge cluster of medium buildings (the inner ring of Tel Aviv) and wide
clusters of low buildings. The parameters of the CA model should be calibrated in
future experiments in order to be adapted to these interesting spatial patterns, which
seem to be an expansion of the five classes (a—e).

@ The map was produced by a GIS database purchased from Survey of Israel, Agency for
Geodesy, Cadastre, Mapping and Geographic Information.
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Figure 22. View of Chicago as an example of a class d city.
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5.2 More examples of the different classes
A few examples of the different classes are presented in this section. Mexico City (see
figure 20) can be considered as a class b city with separate tall buildings and without
prominent agglomerations or spatial clusters.

Toronto (in figure 21) can be considered as a class c city, and Chicago (in figure 22)
as a class d city. Class e is a hypothetical pattern and we cannot find cities in this
classification in reality.

6 Conclusions and future research directions

The simulation model represents an attempt to depict the formation of 3D spatial
order of cities. The results suggest that a relatively simple CA-type model can be
used to describe the evolution of various cities. The model generates transitions
through distinct spatial shapes. We have classified the shapes and indicated the means
to produce these interesting morphologies. The CA dynamic model is based on simple
and logical rules and can lead to powerful results that will help to describe complex
systems in the future.

Our simulation model does not deal directly with economic variables like rent
values,® but economic intuition is hidden in the current parameters. Rent values
depend on the distribution of activities in the neighborhood and they are part of our
interaction variable. Economies of scale, which are important economics forces are also
represented by the inertia parameter. The noise parameter represents all the other
influences not captured by inertia and interaction. It represents for example, ad hoc
decisions of government and planners, and other factors. An interesting conclusion
from this research is the fact that cities cannot develop only by the strong forces of
inertia and interaction, but positive values of noise are also needed. An interesting
challenge in future studies will be to explain and describe the ingredients of noise
more carefully.

We are considering also the following improvements of the model:

(1) Addition of destruction and fading processes. It is noteworthy that the current
version of the model does not include a possibility that a lower building will replace
a higher building. Also, no removal of buildings takes place.

(2) Addition of natural borders, green areas, and roads. The geographic border of a city
can include sea, a lake, or another kind of natural border. The simulation model does
not include natural borders and green open areas, which are internal borders.

(3) Spatial heterogeneity of parameters. We have to consider the addition of different
initial conditions at various locations in the city and variation of parameter values in
different locations on the surface. Currently, the surface in the simulation model is
homogeneous.

(4) Calibration of model’s parameters. In order to make the model practical we have
to calibrate time, area, and height units in the model according to a GIS database of
real cities.

(5) 3D visualization. The 3D model was developed on a 2D square base, and it is our
intention to upgrade this model to a natural 3D environment. To this end we intend to
program our model with the help of graphical tools, such as the new 3D StarLogo
software version (StarLogo TNG, 2006), or other tools.

Acknowledgements. We wish to thank Erik Klopfer, Andrew Begel, and the Media Laboratory,
MIT, Cambridge, for the use of StarLogo software and for their exceptional support and assistance.

®) Economic and planning considerations of developers are the subject of another research project
conducted in our research center.
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