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• Social media data
− 3 million Foursquare check-ins per day (2011)
− 500 million tweets per day on Twitter (2012)

• Mobile phone data
− 30 million mobile phone records per day 

(Great Boston area, 2009)
• GPS data from taxis

− 500,000 taxi trips from NYC (2013)
• Data from urban sensor networks

− E.g. License-plate recognition camera data
40,000 vehicle records per day for a single intersection
(Langfang, 2015)



7Data-driven Methods in Urban Transportation Applications

Xianyuan Zhan

• Game changer for urban systems modeling

• Allows us directly observe how system works

• Better solution for existing problems:
− Traffic state monitoring

− Inferring land use 

• New possibilities for emerging problems:
− Large-scale logistics/dispatching optimization

− Water/air quality estimation/prediction

− Detecting illegal parking

− And many more

Tremendous Opportunities



8Data-driven Methods in Urban Transportation Applications

Xianyuan Zhan

• Urban systems are highly complex
− Millions of residents, large number of interacting sub-components
− Simple analytical model simply will not work

• Requirement for efficiency and scalability
− Solving analytical models are costly
− Not suitable nor accurate for real-time applications

• Usability
− Traditional analytic sometimes hardly useful for solving real world 

problems

Why Data-driven Methods
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• Urban services involve logistics/dispatching optimization :

– Huge volumes of requests
– Large amount of data
– Real-time operation
– Highly dynamic

Optimization matters!
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• Highly dynamic
• Requests changing over time and locations
• States of resources: locations, load, tasks,…

• Large-scale
• Thousands of candidates: locations, taxis, 

carriers…
• Correlated (cannot be simply separated)
• Most problems are NP-hard (scale is a 

disaster)

• Instantaneous answers

• Multiple constraints: time, cost, 
capacity…

• Use real-world data to mine patterns
• Use real-time data in models

• New data-driven algorithms
• Problem/region partitioning
• Search space reduction

• Highly customized models
• Candidate pruning

• Utilizing efficient data processing/management 
techniques, e.g. spatial-temporal indexing
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Traditional engineering approach:

Analytical 
model

Less accurate, non-
scalable results

Behavior/ 
system 

assumptions
Limited data for validation

Conventional data-driven approach:

Many sparse, 
weak data 
features

Data-driven 
model

Limited information Results with 
reasonable accuracy



 

Feature engineering integrating data property and domain knowledge:

Highly customized data-driven models integrating domain knowledge:

Many sparse, 
weak data 
features

Information 
fusion

Data property &
Domain knowledge

Strong 
feature

Rich 
information

Accurate results

Data-driven 
model

Many sparse, 
weak data 
features Accurate results

Hybrid data-
driven model

Limited information
Domain knowledge, etc.
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Taxonomy of Spatio-Temporal (ST) Data
• Data Structures
• Spatio-temporal (ST) Properties

Spatio-temporal
Static Data

Spatial Static 
Temporal Dynamic Data

Spatio-Temporal 
Dynamic Data

Road/Transportation
Networks

POI Distributions

Trajectory Data

Spatial-temporal
Crowd Souring DataWeather/AQI Station Data

Road Traffic Data

Po
in

t-B
as

ed
Ne

tw
or

k-
Ba

se
d

Foursquare, Geo-tweets, Dianping

TAXI, DD, Uber,
China Mobile, China Telecom

US EPA,  China MEP, IOT

Gaode Maps, Traffic 
management Bureau 

Bing, Google, Gaode, 
Baidu Maps
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Why Spatio-Temporal Data Is Unique

• Distance 
– Spatial closeness
– Triangle inequality: 
|"# − "%| ≤ "' ≤ |"# + "%|

• Hierarchy
– Different spatial granularities
– City structures
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Junbo Zhang, Yu Zheng, et al. Deep Spatio-Temporal Residual Networks for Citywide Crowd Flows Prediction, AAAI 2017
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https://arxiv.org/abs/1610.00081


Why Spatio-Temporal Data Is Unique

• Temporal properties
– Temporal closeness
– Period
– Trend
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Junbo Zhang, Yu Zheng, et al. Deep Spatio-Temporal Residual Networks for Citywide Crowd Flows Prediction, AAAI 2017 20
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Deep Learning meets ST Data

• What Deep Learning can do for ST Data
– Encoding a (single) ST dataset
– Fusing multiple ST datasets

• What ST data can provide to Deep Learning
– Massive and diverse Data
– Computing infrastructures are ready
– Application scenarios requiring 

• Instantaneous responses at large spaces 
• Collective computing
• (traditional machine learning models many not be able to handle)

21



Taxi Trajectory Data of Shenzhen
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Encoding Spatio-Temporal Properties
CNN is able to model spatial properties

Convolution

Pooling

[Convolution à Pooling]N

...
Near Dependence 

Farther Dependence

Citywide Dependence

CNN

...

Pyramid Architecture: Hierarchy

ct
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htut
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Input Gate Output Gate

Forget Gate

xt
LSTM: 
Long-range 
Dependence

A

x0

h0

A

x1

h1

A

x2

h2

A

xt

ht

...

RNN: Short-range Dependence

RNN/LSTM is able to model temporal properties
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Truck

Taxi
Bus

Trajectories of taxis, trucks and buses
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Fusing Multiple ST-Datasets

Urban Air Urban Flow

DNN

Urban Anomaly

DNN

Taxi WeatherTruckCoil Bus Temp Wind POI RoadNet

...

MeteorologyTraffic Map
Data

Middle-level 
Representations

Applications

25
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e

1 frame/min, one year: 3TB

Why Deep Learning for ST Data

6MB

…

Taxi

…

tim
e

TaxiBus

…

tim
e

Truck

1 City: 9TB

120 Cities: 1PB

Traditional ML algorithms cannot model 
spatial and temporal properties of such a live 
and large-scale data

• Big ST-Data
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Challenges of DL for ST Data
• Data transformation • Encoding ST properties in DNNs
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Challenges
• Urban crowd flow depends on many factors

– Flows of previous time interval
– Flows of nearby regions and distant regions
– Weather, traffic control and events

• Capturing spatial properties
– Spatial distance and hierarchy 

• Capturing temporal properties
– Temporal closeness
– Period and trend
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Trajectories

Converting Trajectories into Video-like Data

Junbo Zhang et al. Deep Spatio-Temporal Residual Networks for Citywide Crowd Flows Prediction, 
AAAI 2017
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https://arxiv.org/abs/1610.00081


ST-ResNet: A 
Collective 
Prediction
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Junbo Zhang et al. Predicting Citywide 
Crowd Flows Using Deep Spatio-
Temporal Residual Networks, AI 
Journal, 2018

https://www.sciencedirect.com/science/article/pii/S0004370218300973


Residual Deep Convolutional Neural Network

Capturing spatial correlation of both near and far

Using residual network framework to help training 
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32Junbo Zhang et al. Predicting Citywide Crowd Flows Using Deep Spatio-Temporal Residual Networks, AI 
Journal, 2018

https://www.sciencedirect.com/science/article/pii/S0004370218300973
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Multi-view Graph Convolutional Networks

34Junbo Zhang et al. Predicting Citywide Crowd Flows in Irregular Regions Using Multi-View Graph Convolutional Networks. Submitted
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Geo-sensory Time Series
• There are massive sensors deployed in physical world

Sensors
Roads

Volume: 32
Speed: 50km/h

• Properties
• Each sensor has a unique geospatial location
• Constantly reporting time series readings about different measurements
• With geospatial correlation between their readings

Sensors
Pipelines

RC: 0.84
pH: 7.1 

Turbidity: 0.54

Sensors

PM2.5: 74
PM10: 90 
NO2: 57



Challenges

• Dynamic inter-sensor correlations
• Dynamic temporal correlations
• Affected by many factors

– Readings of previous time interval
– Readings of other sensors in nearby regions
– External factors: weather, time and land use

DA
Y 1
DA
Y 2

TimeWeather

POIs Sensor Network
S4 S2

S3

Time

Spatial 
correlation

Temporal 
correlation

t1

t2

t3
t1

t2

t1

t2

t3

S1

t1

t3

t4

t2

t5
Sudden change



GeoMAN: Multi-level Attention Networks

38Yuxuan Liang, Songyu Ke, Junbo Zhang, et al. GeoMAN: Multi-level Attention Networks for Geo-sensory Time Series 
Prediction. IJCAI 2018

• Spatial attention to 
capture complex spatial 
correlations  

POIs Model InputSensor 
NetworksMeteorology Geo-sensory

Time seriesTime

LSTM

Spatial Attn

LSTM

Spatial Attn

LSTM

Spatial Attn

h0

Encoder Spatial Attention

Local Global

Concat

LSTMDecoder 
1t-c 1ˆ

i
ty -

Temporal Attn

LSTM
tc ˆ ity

C
on

ca
t

Time Features Embed

Weather Forecasts Embed

SensorID Embed

POIs & Sensor Networks

External Factor Fusion Multi-level Attention Network

LSTMtc ˆ iyt• Temporal attention to model 
dynamic temporal 
correlations

• Fusion module to 
incorporate the external 
factors

http://urban-computing.com/pdf/liang2018geoman.pdf


Spatial Attention

!"#$

Local features of a given sensor

Importance of 
each local feature

New local 
features at time %
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Temporal Attention
• Sequence-to-sequence learning architecture
• Select relevant previous time slots to make predictions 
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Evaluation
• Task 1 - water quality 

prediction
– Water quality data

• Residual chlorine
• 10 kinds of time series
• From 14 sensors in Shenzhen
• Update each 5 minutes

– Meteorology data
– POIs data

• Task 2 - air quality prediction
• Air quality data

• PM2.5
• 19 kinds of time series
• From 35 sensors in Beijing
• Hourly updates

• Meteorology data 
• POIs data



Results

Yuxuan Liang, Songyu Ke, Junbo Zhang, et al. GeoMAN: Multi-level Attention Networks for Geo-sensory Time Series Prediction. IJCAI 2018



Visualization: Dynamic Correlation
• Case study over air quality dataset
– Discuss on sensor !"
– 4:00 to 16:00 on Feb. 28, 2017

(a) Air quality stations in Beijing
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(b) Plot of local spatial attention weights
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Challenges
• Multiple influential factors with 

complex interactions
– Pollution sources, direct factors and 

indirect factors
– Affected by multiply factors 

simultaneously

Air
Quality

Terrain

Meteorological
 Conditions 

Local
Emission

Vehicle
Exhaust

Industrial 
Emission

Dust Time

Regional 
Transport

Pollutants

Coal
 Burning

Secondary 
Productions

Indirect factorDirect factorPollutant source

• Dynamic spatio-temporal 
correlation and sudden changes
– Urban air changes over location 

and time significantly
– AQI drops very sharply in a very 

short time span
A) Monitoring stations B) AQI change over time

S2S1

S3



46
Xiuwen Yi, Junbo Zhang, et al. Deep Distributed Fusion Network for Air Quality Prediction.  KDD 

2018

Distributed FusionNet
• HW/WF/SP/MP nets to capture 

different individual influences
• Capture holistic influence (HI)

Spatial Transformation
• Air pollution dispersion
• Spatial correlation
• Scalability

Weighted Merge
!" = $%&'(%)( "+,∘ .+, + ",0 ∘ .,0 +

"12 ∘ .12 + "32 ∘ .32 + "+4 ∘ .+4)

Deep Distributed Fusion Network



Official Prediction

• Advantages beyond Weather-Forecast-Based Method (WFM)

– Spatial granularity: station vs district

– Farther predictive capability: 48 vs 12 hours

– Updating frequency: 1 hour vs 12 hours

– Need less data sources

– More accurate, 22% improvement

Method
Station Level District Level Update Grained
acc mae acc mae Hours level

WFM 0.54 54.5 0.64 46.1 12 District

DeepAir 0.77 26.7 0.86 17.9 1 Station

10/1/2014 to 12/30/2016. 
Beijing Municipal Environmental Monitoring Center (using WFM) 
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